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Executive Summary

In this document we provide aarchitecturaloverview to the Building Béks and the interaction of
the building blocks and other componentsthin the ACDC contexA brief description of the Tool is
delivered along with the implementation of the given tool by the providing partners.

A universal communication protocol is ugecznsure communication between the different Tools and
components on the one side and the Centralized Clearing House on the other side.
we designed a simple protocol for exchanging data between tools through the Centralised Clearing
House. Thisapproach reduces the amount of configuration required throughout the solution,
decouples the individual tools and their deployments and leaves a minimal attack surface while
also being firewall friendly. The protocol uses messaghanges between a tool and the CCH to
send and retrieve data and notifications for new or updated data sets.

Even though the initial concept defined having no limitations on data (format) submissions, it has been
agreed on across the project p@ipants, that a basic standardisation of the submitted data fields and

basic requirement on mandatory fields simplifies the data submission and retrieval. These
specifications have been defined as the AGBG OKSY I (i ¢ ® ¢KSaS Knéish 0SSy
GKS 5StAPSNIoOfSa 5MPTOMKH a5FGF C2NXFdGa {LISOATFAC
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1 The ACDC Approach

Theobjective of the ACDC project is to set up a European Advanced Cyber Defense Centre (ACDC) to
mitigate the threat of botnets. ACDC's approach is to

9 foster an extensive sharing of information across borders to improve the early detection of
botnets

1 providean extensive set of ACDC Tools and Services accessible online for mitigating ongoing
attacks

91 use the pool of knowledge to create best practices that support organisations in raising their
cyberprotection level

1 create a European wide network of cybdsfence centres

The goal of the infrastructure is to provide users with solutions to fight botnets, and through data
collection to build up an analysis capability of botnet occurrencelaetviourto also provide early
detection of emerging botnets. ACDC tefaire aims to improve prevention, detection and mitigation

of botnets

Through this networked approach, ACDC paves the way for a consolidated approach to protect
organisations from cybethreats and support mitigation of egoing attacks through easy accéssn
increasing pool of ACDC Tools and Services.

The pillars for this model are clearly shown in D2.3 (Technology Development Framework):

The ACDC integrated process for fighting botnets is depicted in Figure 1 (DoW):

Distribute
Information
& Notify

Store &
Analize

Mitigate &
Prevent

Figurel: ACDC integrated process for fighting botnets

The ACDC Solution is the software and infrastructures that support the operation of the ACDC
integrated process for fighting botnets. The ACDC Solution complies with the ACDC Model and thus is
a set of differemtools that interact only by sharing data through a Centralized Data Clearing House
component, and working together in this way they contribute to the common objective of improving
prevention, detection and mitigation of botnets.

ACDC has initially idefitd 5 types of services, with defined goals and oriented toward clearly
identified target audiences:

Sensors and detection tools for networks
i Goal: detect malicious traffic
Systems infections/infected website analysis

1 Goal: detect and analyse the maliggobehaviour of infected websites and/or systems
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9 Target audience: owners of websites, SMEs;@s&ls

Device detection and mitigatiormultipurpose tools for users

1 Goal: detection of malicious activities in personal infrastructures andpemuts (e.g. mbile
phones)

9 Target audience: SMEs, eaders
Information Sharing Platform / Central Clearing House (CCH)

1 Goals: collect and analyse data from different data feeds, generate single EU common
reporting picture

9 Target audience: CERTS, International collaiimmabodies, European agencies, industrial
users, telecom operators, LEAs

Support centre

1 Goals: provide help and support to infected users, based on the results of the detection
through the CCH

9 Target audience: owners of websites, SMEs;@s&ls

Sensors and System infection / Device detection /

detection Tools for infected Websites multi purpose Tools
networks Analysis for users

>

Information Sharing

Platform
CCH

N

Support Centres

Figure2:The ACDC Solutigoverview
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2 Classification of the tools

The ACDC domain toothe tools that provide a functionality or service in the domain of ACDC, that is
fighting botnets, came subcategorized into smaller building tteaccording to different criteria. We
distinguish between those building blocks with the functional view of ACDC in mind that bases on how
to contribute to the different phases of the ACDC integrated process on fighting botnets.

ACDC domain
tools

Information
Analysis tools Storage &
Sharing tools

Sensors &
detection tools

Support tools for
end-users

Figure3: ACDC building blockkigh level classification (D2.3)

Each of this building blocks, or tool groups, consists of the contributions of the ACDC partners that are
described in this document. A reference to the State of the Art Catalogue of Teeksloped or
adapted for ACDC, can be found in the Community Platform, along with a short description of every
available tool.

3 Building Blocks

In Work Package 1, Building Blogkalso called Tool Groups, are defined to specify the requirements
and spedications of the different tool and their use within the ACDC Project.

Often a toolset provided by a partner consists of tools that are placed in several building. Glasks
document gives an overview on the building blocks and-feéghl categorisatiorof the tools, along

GAGK GKSANI LINBaSyidlaGAz2y dzyRSNJ 6 KS LINPGARAY3 LI

Network tzaffi
sensors
Malicious and
vulnerable ,E‘:f: ‘o:;;
websites e
\\ ra
|
Metrics Consumer
(CP, Partners, Universitys) XMPP Data

channels )

Data Consumer
(sharing policies apply)

Support Centres

Figured4: Building blocks and their interaction with the CCH
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3.1 BuildingBlocka/ SY 4 N} f AT SR 5FdF /fSFENARY3 | 2dza$s

3.1.1 Description:
This Tool Groupesbcribes the functionality of the CCH, the Central Clearing House or centralized data
clearing house.

The CCH plays the central role in the European Advanced Cyber Defence Centre as it provides the
database to store incidents and botnet findings.

P

’ S Ntip://www
Detection S
spam campaign  stolen credentials  drive-by-download DDosS traffic detected
«Tl report botnet behavior centralized 1»7,-—
g I e e
Centralized Data » \_) *
leaning H B .
Cleaning House :66 g
AR
3 :
— l \nfort findings standajfd/ D
Notiing ISP ;?S ISP
affecte V
customer 2N \ 3’ m o
Mobile Network Provider Bank of customer  Security Vendor Hosting Provider

\—\Jredi'emc“s‘tomer to botfree.eu %7—

providing ‘
support |
.\l\\{ ./ /

Figure5: ACDC overview with the stages "detectiestorage>reporting>Support"

Furthermore, Incidents and Reports have been provided to interested partners like ISPs, financial
institutes, ITSecurity vendors or research facilities.

3.1.2 Implementation

The Central Clearing House provides the database in which incidents and botnet findings are stored.
Information on given IP or incidents can be enriched with additional information, originating from
different sensors which provide a data feaxithe CCH.

The Central Clearing House feeds a Redis database. Redis databases typically keep the whole dataset
in memory. The iimemory nature of Redis allows it to perform extremely well compared to database
systems that write every change to disk befarensidering a committed transaction. The Redis
database keeps the data in memory for a defined timeframe. This setup enables an efficient
performance of the database. Although Redis does not provide-tiomg storage of data, this
functionality is handledby the MongoDB database, which is attached to the Redis cluster. This
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database supports the storage of the data for léagm use like statistics, metrics or for entire botnet
pictures.

Like the overlying Redis database, MongoDB can easily be clusteréts qnaiiformance increases
linearly whenever a new device is added. This is achieved with no downtime or interruption to
applications or operation.

The ACDC database consists of the following infrastructure:

1 Redis Database
1 mongoDB database

»
%) Getmetric 4 for 22/02/2022 @
v \f.QO(\

Submit
metric
reports

Figure6: CCH with metrics moduldatabases andkMPPoutput

E

_Get if alrcady |
calculated

Cache
metric

|
|
v

Subscribe to all
metric reports

-
——@

SQL query
Raw metric data

API keys handle access to the infrastructure. These keys manage the access of sensors, tools or users
to the Database and are maintained and distributed by the ACDC Community RdrgaCommunity

Portal is the first point of contact for every entity which is interested in sharing data with the Central
Clearing House and the patrticipants. The Community Portal manages the access control policies and
the relationship between the ACDCriPers.

The API concept is based on a hierarchical model of a #teme ARKey distribution (CGH
Manager/CCHKeyManager/CCHKeyUser). Besides C@WanagerKeys, the Community Portal is
able to assign individual keys to subscribers in the ACDC conymWfith such a key, each partner
(CCH Key Manager) is capable of creating and assigning individaySRCCH Key User) to their own
sensors, nodes or even sensors running on-eumstomer devices through the Community Portal,
where each key is registate
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Based on the defined settings in the Community Portal, a limitation of the keys provided per
organisations can be set, as can the expiry date or the revocation of a key.

<,

A ' policies

/ \

ST ST
Dy Sy

Figure7: API-Key generation process

Further informaton on the Key Management is part of deliverabig2.1/2 ACDC Social Platfoand
can also be found on thdeliverableD 1.2.2 Centralized Clearing House
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3.2 Building BlockSupport Centres

3.2.1 Description

Deliverable D1.3.2 describes the specifications for¢h2 2 f  DNEP dzLJ & { dzLILI2 NI  / Sy (I
centres are the first point of contact for victims of cybercrime and the main resource of information

and knowledge towards prevention, awareness and dissemination of infected electronic devices. The
support centes represent the initiative to the broad public by interacting directly with-eadrs and

the project. During the project span of ACDC, 10 National Support Centres (NSC) have been launched.
These will continue with their operation after the project endden the umbrella of European Anti

Botnet Support Centre Alliance.

Endusers are redirected by their ISP or other organisations to an NSC and are provided assistance,
support and free tools in case of malware detection in their infrastructure.

@

ISP finds malware in his
Traffic / webhosting,

Identifies customer and

National

Support

Centre

End customer can call
the NSC to get help.
Customer has to tell the
ticket number and the
User Support Agent can
search for it to see what
informs  customer  with has been transmitted by
Ticket number and malware the ISP

which was found. Creates a

Ticket in the NSC

Figure8: Workflowof aNational Support Centre

3.2.2 Implementation Examples
Anti Botnet Advisory Centre Germany

The German National Support Centre was launched in 2010. It provides various levels of service and
can be seen as a pilot model fother national support centres. ECO provides the following services
within the German Support Centre:

¢ KS ®otngti NI Gdzy 3ail Sy i NHzYé yIYSR a.20FNBAG A& (K
consisting of a website and a wuser help desk with phone andailenmpport.
The service includes a forum, a blog and links to activities on social netWwbeksvebpage includes
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FRRAGAZ2YIE LI 3Sa gA0GK AYyF2NXIFGA2Yy 2y 3IABSY GKNE
Of SIyYSNRé¢ Ay O 2irds hendardJThe blagyls pawerédkby & WardPress installation,

which is enhanced by CMSSECURI& $elfdeveloped security solution. End users / customers can

O2y il Ol GKS a. 20FNBAE SELISNIaA o6& LIK2YyS 2N-SYIFAET
system.

Website

Implemented in HTML
Implemented in different
languages

“blog.botfrei.de”

botfrei@

Implemented in WordPress
Blogs in English and German
language

Initiative-s.de

“forum.botfrei.de”

Checks / monitors websites for
malicious software and informs the
owner of the site in case of a
finding.

Implemented in Vbulletin
Moderated by a team of
Volunteers.

The ABBZ experts have
administrative roles in the
forum

Figure9: Components of th&sermanNSC (botfrei.de)

Software in the German NSC:
T 22NRt NBaa F2NJ GKS 2S06aAdS a. 20FNBADOPRSE | yR (FK
by eco. The statistics are tracked by the ariatysystem PIWIK
f +0dzZ £t SGAY F2NJ GKS F2NHzY 2y GF2NHzYd. 23 FNBA PRS
1 OTRS is a ticketing system in which ISPs and other partners can deliver tickets-for end
customers.

9 Mail services to get in contact with the users and feed tickets and incidents to the OT&S Tick
system
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Italian NSC Workflow Example:

GARR shows the integration of the Italian NSC within the ACDC project and their HORGA Sensor system.

ACDC CCH ACDC Community
| tatiannse T
3 NSC backend },!,S..C...faensen:mw-.aﬂ}i?et{t

W31SAS VOHOH

Internet users

e -
opaa

Italian ISPs

FigurelO: Italian NSC, operaiinin the ACDC environment

Spanish NSC, Workflow Exarapl

The ACDC partner INCIBE has a long tradition on supportirgsensland running a CERT, this picture
shows the integration of the Spanish NSC into INCIBE’s toolset and the ACDC infrastructure.

s incibe_

alicious URIs:
Domal

Domai Skanna ACDC

Domains reports | |

@ Acoe

§ CCH
§ &Oomains
L iy Fast-Flux
Doma Domains and IPs~ "
Domai Flux-Detect IEM ACDC
Domains Interface
Malicious and suspicious
( APKs
Malicious APKs ACDC )
Malicious IPs [reports|
Conan Mobile XMPP Server
Backend l—Feed——Alert—l
CERT
—H NSC Team
o —I_Notify
Consult

@ ‘ Consult 1SPs LEAs
Qe @] Notty
Con[ult Notify —

End user End user Webmaster

Figurel1:INCIBE overview on Tolset and ACDC integration
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Active Support Centres

Country Operator Website

Germany Ecoe.V. http://www.botfrei.de
Belgium LSEC http://www.botvrij.be
Spain INCIBE http://www.osi.es/servicicantibotnet
Croatia CARNet http://antibot.hr
Romania CERRO http://www.botfree.ro
Italy ICTI http://www.antibot.it
France CECyF http://www.antibot.fr
Portugal FCN/FCCT http://www.antibot.pt
Luxembourg CIECL http://www.botfree.lu
Bulgaria CERT.bg http://www.antibot.bg

Tablel: active National Support Centres in the ACDC project

Deliverable 1.3.2 covers the National Support Centres and provides further information on the
implementation and operation of the NSC.

3.3 Building BlockMalicious or Vulnerable Websites
A detailed description of this Tool Group, its components and definitionfuatteer described in the

deliverable D1.4.2. The following examples should provide a basic overview of some of the tools for
the detection of malicious or vulnerable websites.

3.3.1 Eco/ Initiatives

Initiative-S offers early warning protection for the websiés well as a confidence building seal
indicating that this site is constantly monitored and checked for malicious activity.

¢KS aSNBAOSa UKFG FINB @gAaArotsS 02 GKS Lzt AO | NB

https://www.initiative-s.de/en/index.html

Y

> Regular website monitoring
Presumed website manipulation

Email to SME with ticket . )
) : Support ticket with all
number and information B8 ) > relevant information
on what to do
A

Y \ 4
Request for individual
support from expert

Information sent to SME/ Host provider takes
> Copy to Host Provider > measures

<

paAjos wRAqaud

Problem solved

Does SME react?

{

Figurel2: Initiative-s- Workflow and intergation in the german NSC

> Expert gives support
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Initiative-S is hosted by eco, source code and documentation is not available, as this tool is provided
to ACDC as a service and is proprietary of eco. It is deployed and operated internally by eco.

3.3.2 ATOS Software components integrated in ACDC
Atos has deployed and integrated four software components into the ACDC infrastructure:

Sensors

1 DNS traffic sensor arahalysis tool
1 Netflow traffic sensors and behaviour analysis tools for botnet detection

Analysis and correlation tools

1 SLSIEM (correlator)
1 HPPD service (phishing analysis)

3.3.2.1 DNS Trafti sensor and analysis Tools

3.3.2.1.1 Overview

The DNS traffic analysis componeminsists of a set of modules that analyse the DNS traffic of a
monitored network looking for certain patterns and features that lead to identification of domains and

IPs that could potentially belong to a feffiix network, used to support botnet activiseand DDoS
attacks.

The fastflux features analysed are grouped into four analysis groups:

1 Timebased analysis: statistical analysis looks for certain patterns regarding timestamp of the
different queries and responses to the servers.

1 TTlkbased analysisobks for suspicious values and behaviour regarding the TTL (Time to Live)
assigned to domains queried.

1 Domain namebased analysis: based on the use of blacklists, whitelists and machine learning
techniques, looks for suspicious domain names in the traffic.

1 DNS answebased analysis: looks for suspicious patterns in the response returned by the DNS
in terms of number and variation of the response IPs, geographical distribution of response IPs
and reverse DNSdlup analysis to detect use obgon IPs.

Beside the identification of fasflux network behaviour in the DNS traffic, the sensor also detects
amplification DDoS attacks of type DNS amplification. By analysing the DNS traffic captured within the
monitored network, looking for UDP packets (DNS requsssig to the monitored DNS servers) with
specific characteristics:

much larger response than query

use of ANY in the DNS query

DNS query source IPs from outside the monitored network (suspicious of being spoofed IPs)
volume of DNS requests

=A =4 =4 =4
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3.3.2.1.2 Integration wih ACDC: Architectural view

Pcap DNS Analysis
DNS traffic
[l (MonsaDR)
(Pcap files
Blacklist connector Fast-flux features Amplification
analyzer DDoS analyzer
Whitelist connector
Output module CCH connector

CCH

Figurel3: Integration and interactions of the ATOS Toolset in ACDC

This component requires continuous monitoring of DNS traffic for long periods of time (especially for
the time-based and DN&nswer lased analysis) to achieve acceptable results of accuracy. Also the
tool is considered a proof of concept and could be assessed to be between TRL 3 and 4, thus, the
reports sent to the CCH of category eu.acdc.fast_flux and eu.acdc.bot (subcategory fastavieix
confidence level of 0.5. The value of the information reported is to be used for further analysis by other
tools participating in the experiments and in correlation processes, for instance in rules that take into
account multiple lowto-medium confilence level reports of the same bot IP, filsix domain or
attacker IP reported by different tools within a specific tifng@me.

The sensor uses different sources of input data, besides the raw DNS traffic data, such as known online
blacklists (e.g. GoaglSafe Browsing for known Malware and Phishing sites) and whitelists (e.g. Alexa
Top 1000 sites), but also uses the reports provided by other WP3 experiments participants, through
the CCH XMPP channel service. The reports used by the sensor and obtameatidrCCH are of
category eu.acdc.fast_flux, eu.acdc.malicious_uri confirmed domains. These reports contain
information about confirmed malicious faflix DNS servers and domains, and malicious websites,
and these are used to enhance the analysis allgord (in the same way other blacklists are used).

3.3.2.2 ServiceLevelSIEM (SBIEM)_AHPHS

3.3.2.2.1 Overview

The Atos High Performance Security (AHPS) is a commercial service provided by Atos that is composed
of many security services. Atos cannot provide the source cotehe executables of the services
composing the AHPS to ACDC, but only a commercial agreement for running and operating the tool
(in-house) during a prelefined period of time and under a pgefined environment conditions.
However, there is a version tie SIEM part of the AHPS service offering, called "Atos Service Level
SIEM" (SISIEM), which we use for research in the Atos Lab and that contributed toYWARE project
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Security Monitoring Generic Bhler. This version is based on an open source $taMAtos has
extended with various plums and modules to add further correlation capabilities and make it more
scalable, and to adapt to ACDC model. The limitations of current SIEM systems are mainly related with
performance and scalability, leadingttte inability to process vast amounts of diverse data in a short
amount of time. The next generation of SIEMusions should overcome the prmance limitations

of its predecessors, allowing in this way the monitoring of more systems, the processingref
complex rules or even the correlation of events at different layers. To achieve the above goals, the
Service Level SIEM (SLS) component delivered by Atos for the implementation of the Service Level SIEM
component included in the FVARE project SectyiMonitoring GE integrates a standard distribution

of the open source OSSIM SIEM with other processes running in a topology deployed in a Storm cluster
to provide highperformance correlation capabilities.

The Service Level SIEM server is the componbithwe®ives the events already nornie¢d, coming

from the different slave nodes (i.e. Security Probes), stores them in a MySQL database and performs
its correlation to show the user thugh the Security Dashboardénface the relevant security events

and incidents detected.

The Security Probes are SIEM agents that can be distributed and installed remotely to collect events
generated by different data sources at the monitdrarget infrastructure, deperidg on the plugins
activated (e.g. Nagios, snosyslog, STIX, etc.), and that send those events to H&1E3W server.

More detailed information about the Service Level SIEM architecture can be found in\ttiaRtE
Service Level SIEM Open Specifications

To deal with the high flow and frequency of refsoreceived in the SEIEM component, the following
improvements have been implemented:

Instead of a singl@ode configuration for the SRIEM component, it has been distributed in a
Storm cluster with three nodes:

i a master node: running the Storm Nimbpsocess as well as the OSSIM server and
database

1 two worker nodes: running the Storm Supervisor processes to do the processing and
correlation of the incoming reports

Usage of a limited and configurable pool of connections to the database in thegsa running in
the Storm cluster to avoid an overflow in the number of database connections

Capability to generate CCH reports also with the added directives of second lpoeeiqmith a higher
confidence level e.g. because a certain directive has tetested a predefined number of times)

The SISIEM perform continuous correlation of events sent to the CCH by other participants in the
experiments and received into our XMPP channel, as per the data sharing policies put in place in the
Community Portal BM.

The CCH reports received are input into the correlation engine and evaluated against some correlation
directives designed for the purpose of each of the experiments.
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These directives evaluate the occurrence of certain conditions in the reports redeiveder to:

1. Increase the quality (i.e. the confidence level) of the information in the CCH
2. Assert new (or confirm the existing) knowledge derived from the informatierady stored
in the CCH

The following cases are evaluated in each of the WP3 @rpats:
DDoS:

1 Multiple reports of attacks with low to medium confidence level and the same origin IPs in a
predefined period of time.

Reported by the same tool
Reported by different tools

9 Distributed DDoS attack based on multiple DDoS attacks of the sgraéwith the same
target and different origin IPs) in a predefined period of time.

A suspicious bot (not confirmed) which is the origin of a confirmedak
Fastflux:

1 Multiple reports of fastflux domains with low to medium confidence level in afohed
period of time.

Reported by the same tool
Reported by different tools

1 Multiple reports of fast flux bots with low to medium confidence level in a defined period of
time.

Reported by the same tool
Reported by different tools

9 FF bots used in other malicis activities such as attacks, communication with C&C servers,
hosting malware distribution sites, hosting malicious websites, etc.

1 FF domains that are used for other malicious activities such as spam campaigns, malware
distribution sites, malicious webst, as DNS of a confirmed C&C server.

Mobile:

1 Multiple DDoS attack reports with let@-medium confidence level performed by confirmed
mobile bots

Reported by the same tool
Reported by different tools

1 Multiple malware attack reports with losio-medium confilence level performed by
confirmed mobile bots
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S@am:

Reported by the same tool
Reported by different tools

Multiple reports with lowto-medium confidence level with the same C&C server used by
mobile bots

Reported by the same tool
Reported by different tools

Multiple reports of spam campaigns with the satdRIs with low to medium cod#&nce
level in a defined period of time.

Reported by the same tool
Reported by different tools

Multiple reports of spam bots with the same URIs with low to medium confideved in a
defined period of time.

Reported by the same tool
Reported by different tools

1 Suspicious URI useddpam confirmed as malicious URI
1 Suspicious spambot detected in confirmed abuse attack
Websites:
1 Multiple reports of malicious URIs with lesw-medium confidence level in a fieed period

of time.

Reported by the same tool
Reported by different tools

Multiple reports of vulnerable URIs with let@-medium confidence level in a deéd period
of time.

Reported by the same tool
Reported by differentdols

Multiple reports of malware with lowto-mediumconfidence level in a defined ped of
time.

Reported by the same tool
Reported by different tools

Suspicious website involved in confirmed attack of type Abuse and Spam
Suspicious website supporting anfirmed attack of type Compromise

Suspicious website involved in confirmed malware attack
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3.3.2.2.2 Integration with ACDC: Architectural view
The SISIEM has been adapted to the ACDC model in order to work with the CCH (sending and receiving
data reports, using ta CCH REST API and the XMPP service respectively) and with the STIX aggregator.

In order to do that, various plugins have been developed:

9 STIX plugin: The ACDC STIX plugin is a component developed by Atos in the context of WP2
that allows feeding the AtoService Level SIEM {SIEM) with the cybethreat observations
aggregated by the STIX aggregator component. The dhbeait observations, produced by
the different sensor and analyser compang in ACDC, are representedngthe STIX format
(stix.mitreorg) and aggregated by the STIX aggregator. In order to be used by the Atos SL
SIEM, it is necessary that these cybmeat observations are egressed in the SIEM
normalized event format. The ACDC STIX plugin parses the STIX data and generates its
representation in the SIEM normalideevent format. Once in the cagct format, the events
are fed into the Atos SEIEM.

0 CCH plugin: The ACDC CCH plugin is a component developed by Atos to collect data
from the ACDC CCH component, parse it and genenage(ormore) Atos SISIEM
normalized event(s). The events are fed into theSBEM for processing and
correlation. The ACDC CCH plugin is composed of various modules:

0 CCH XMPP client: this module connects to the CCH XMPP channel associated to the
SLSIEM read kecreated for this purpose by means of the Data Access Management
(DAM) service of the ACDC Community Portal. The ACDC DAM service permits the
creation of data sharing policies associated to the SLS read key, regulating the access
of the SLS to the datamseto the CCH by other members of the ACDC consortium. The
CCH XMPP client allows the SLS to receive messages (reports) from the CCH,
encapsulated in JSON data format as described in deliverable D1.7.2.

0 CCH parser: this module parses the CCH JSON repuit#ranslates them into SLS
event format. There are various data formats supported by the CCH (as it is defined in
deliverable D1.7) and therefore the parse must implement all the supported formats.

0 CCH REST API connector: The SLS correlator engin&SESH#EBM correlation alarms
whenever a rule matches a series ofS SEM event occurrences. SLS alarms have the
same data format as SLS events and actually are fed into the SLS server for
consideration and further analysis. The ACDC CCH connector susptiby the SL
SIEM to submit alarms raised by the SLSIEM server as a result of a correlation process
to the ACDC CCH. Not all the alarms are submitted to the CCH, because some of the
alarms are used internally for secotal/el correlation, or for other iernal purposes
(i.e. displaying in the SRIEM graphic dashboard, sending emails to system/network
administrator, statistical purposes, etc.). Defined policies and actions determine which
alarm types must be submitted and under which circumstances.
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Figure 14: ATOS SL_SIEM in the ACDC environment

3.3.2.3 High Precision Phisg Detection Service

3.3.2.3.1 Overview

The High Precision Phishing Detection module (HPPD) is a machine learning based module that
performs comparison of certain feature$ lnost names with known phishing and benign web sites. It

is a stanenlone, fully automated module capable of raahe/stream learning, meant to serve as a
high-performance prefilter placed before other modules that require larger time frames to perform
analyses and classification. The phishing analysis service, called High Precision Phishing Detection
(HPPD for short), was developed in the context of project NECOMA and contributes to the AHPS
offering wih the analysis of phishing wetbes. In ACDC, théPPD module is used through the REST

API service offered with two pposes, and the input from ACDC is different in each case:

9 Training: the confirmed malicious_URI reports of subcategory phishing received by the SLS
component through the CCH XMPP chararel used as another source of train data for the
HPPD.

1 Analysis: The SRIEM component invokes the analysis API with suspicious URIs with low to
medium confidence levels received from the CCH by means of the XMPP client connection.
The HPPD analysis sewviclassifies the URIs into malicious or legitimate with a probability
value assigned to them

3.3.2.3.2 Implementation

For the participation in the WP3 experiment WEBSITE, the service is deployed in the Atos environment,
as part of the deployment of the SIEM. Theénvocation of the HPPD REST API for analysis with
suspicious URIs received from the CCH through the XMPP channel produces a classification of the URI
into malicious or legitimate. This classification has a probability value assigned which determines the
reliability of the results, and thus is used to derive the confidence level of the report sent to the CCH.
No report will be sent to the CCH unless the probability is higher than 80%.

The HPPD component requires continuous training for enhancing the idassif capabilities of the
machinelearning algorithm. This module relies on two external datasets: Alexa and PhishTank . These
are used as training data sets and provide patterns of features for the module, where Alexa serves as
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a benign web sites sowr@nd Phish Tank determines malicious patterns. As another source of training
data, the HPPD module uses the CCldas of malicious URIs subcategory phishing, which have a
confidence level of 1.0 (i.e. cdinmed).

-

CCH REST API connector

HPPD
Query suspicious service
phishing domain

SL-SIEM
environment

Figurel5: SL_SIEM connection to the CCH

3.3.2.4 Network traffic sensors and behaviour analysis tools for botnet detection

3.3.2.4.1 Overview

This type of sensor analyses, primarily, Netflow traffic data generated by routing and switching devices
that are Netflowcapable (e.g. CISCA&dtran, NEC, etc). But software capture tools, such as softflow
or nProbe, are also able to sniff the network traffic and produce an output in Netflow format that can
be analysed by these sensors. The analysis of Netflow data aims at identifying botaisdvering
anomalous behaviour in the network traffic. These observations may lead, for instance, to the
identification of the hosts in the network that are part of a botnet, but also to the identification of a
compromised network device and the C&Cveerthat is sending commands to it. Botnets detected by
these sensors normally compromise a vulnerable router or switch device (usually not properly
configured), giving the C&C server control over the network to recruit all the hosts in the corresponding
subnet to perform malicious activities. An example of this type of botnet is the Chuck Norris botnet.
The sensor analyses the Netflow traffic based on the methods described in the literature. Other botnet
types can be detected by observing http headershim Netflow data, allowing the identification of
malware distribution content web servers. The analysis of Netflow data over a period of time can be
used for the identification of clusters of hosts with unusually high rates of-cganections that
simulae the behaviour of regular pedp-peer networks but are actually an active botnet in disguise.
When botnets are in an idle state, they tend to reflect P2P behaviour as they try to infect the rest of
the computers in the network and wait instructions frahe Command and Control server (C&C). The
sensor analyses the Netflow traffic to look for suspicious clusters of IPs (i.e. suspicious P2P botnets)
based on the work described in the paper by J. Francois et al. , where a method is proposed to search
for these malicious P2P connection patterns, based on a mathematical calculation to find clusters of
IPs of highly dense traffic between a small number of computers.

The tools are considered a proof of concept and could be assessed to be between TRL 3 and 4.
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